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A B S T R A C T

Background: Our laboratory analyses over 100,000 samples for multiple analytes yearly. Correctly annotating and
quantifying analytes using targeted MS/MS analysis is crucial for most laboratories. Therefore, mass spectro-
metric instrument manufacturers include software capable of automatic chromatographic peak detection and
integration, which is used for most routine applications. Although this generally works well, mistakes such as
accidentally selecting a nearby matrix peak or drawing an incorrect baseline are relatively common. Especially
when results are to be used for enforcement, a time-consuming manual review of each integrated peak is still
required to obtain reliable results. This work aims to provide a tool that can significantly reduce the manual
workload of reviewing peak integration, thereby reducing the time used for manual review while ensuring that
errors made by automatic integration can be corrected by human experts.
Results: Peak Evaluation and Automated Review tool, or PEAR review, is a machine learning-type tool that can
read automatic integrations from various brands of MS equipment and compare them with a set of examples
stored in a database of correct peak integrations provided by analysts that are relevant for the type of analysis.
Moreover, the automatic review process checks all available ion transitions for a target compound. With those
ingredients, the tool can autonomously decide how a peak should be quantified or whether a human expert
should review it. The developed tool was tested on routine data processed with a widely used vendor-specific
software, and we found that 85% of all chromatograms were handled automatically by this tool. Only the
remaining 15% needed a ‘conventional’ manual review. The qualitative and quantitative performance of the
PEAR tool was found to be equivalent to that of expert human integration, underlining its reliability.
Significance: Our findings indicate that 85% of all manual integration checks can be skipped using PEAR. This
reduces the often tedious workload of reviewing all peaks in multiple chromatograms while offering the same
quality as full human intervention.

1. Introduction

Monitoring various analytes, such as veterinary drugs, growth pro-
moters, pesticides, and mycotoxins in foods, is performed in food control
laboratories within the European Union to maintain a safe food supply
[1]. Liquid- and gas chromatography coupled to mass spectrometry (LC/
GC–MS) are ubiquitous techniques for analysing these substances in
complex matrices [2–4]. Through continuous development over time,
these techniques can now detect many substances in a single sample
extract at relevantly low concentration levels in a targeted manner. For
example, detecting more than 100 analytes in a single chromatographic
run is becoming increasingly common [e.g. 5,6,7]. In LC-MS/MS residue
analysis for food control, two or more ion transitions for each analyte are

usually monitored for identification purposes [8]. This means that more
than 200 target peaks can be generated for a single sample, depending
on the method. Other domains where targeted LC-MS/MS is used, like
the forensic, doping, metabolomics and to some extent also clinical and
pharmacological domains will encounter similar situations.

The introduction of high-throughput or even automated sample
preparation methods has made it possible to routinely include up to
around 100 samples, controls, and calibrators in a single analytical run
when using, for example, 96-well plate solid phase extraction (SPE) for
cleanup [e.g. 9]. This example of a manual, routine, targeted analysis of
100 analytes in 96 samples already results, in theory, more than 19,000
target peaks for a single analytical run. This number is only expected to
increase now that high-resolution mass spectrometry (HR-MS) is
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becoming more commonplace in food control laboratories since many
more compounds can be analysed simultaneously compared to LC-MS/
MS [10].

Instrument manufacturers ship their instruments with software
capable of chromatographic peak detection and integration, which is
used for most routine applications (e.g. TargetLynx [11], Masshunter
[12]). For optimal peak detection, integration parameters are optimised
during method development. In residue analysis, they are optimised to
detect each (small) peak present, even those close to a signal-to-noise
ratio of 3 and more difficult baseline drift, shoulders, fronting, and
tailing peaks. Although automatic integration works well for most
chromatograms, it is still required for analysts to manually check each
chromatogram for peaks and their integration because mistakes such as
accidental selection of a nearby matrix peak or drawing an incorrect
baseline are common enough that the included peak integration soft-
ware cannot be trusted blindly.

Therefore, in fields where the occurrence of both false positives and
false negatives should be minimised and accurate quantification is
essential, for example, in residue analysis in the food safety field, the
most common approach currently relies on human review. Due to the
enormous number of chromatograms generated with modern analytical
techniques, manual peak review is taking up an increasingly large
amount of time.

Multiple data processing platforms have been published as alterna-
tives to the software packages included by instrument manufacturers
and to provide access to more advanced or specialised data processing
workflows. Kensert et al. [13] trained a convolutional neural network
(CNN) using simulated chromatograms that outputs locations, proba-
bilities, and areas of multiple peaks in a single chromatogram. Melnikov
et al. [14] used an algorithm to detect the region of interest (ROI) and
trained two CNNs to classify the ROI and perform peak integration.
Rupprecht et al. [15] developed an algorithm capable of peak detection,
integration, and quantification using internal standards and calibration
samples. Other platforms, such as XCMS, perform peak detection and
integration before further processing the data for metabolomics
[16–18]. In these examples, data conversion is often needed before
processing as these platforms cannot always read the data in vendor-
specific formats [14,15]. Others have been developed with metab-
olomics inmind [16–18], meaning that they are designed around feature
detection in HR-MS data and subsequent data clustering steps. Using
summation peak integration has also been proposed [19]; however, this
approach still requires human review of all chromatograms. Especially
when running methods on multiple instruments, columns, etc. where
retention times are known to shift, and interfering peaks can occur
within the set integration window.

All the examples start with raw data, performing peak detection,
peak integration and further processing steps using different ap-
proaches, often completely circumventing the vendor-specific software.
In contrast, for the routine targeted analysis workflows considered in
this work, the software should be as user-friendly and streamlined as
possible and fit within often pre-existing workflows and quality assur-
ance approaches. Most crucially, error-free performance is not guaran-
teed for methods relying on parametric integration (standard in current
vendor software packages) or entirely on machine learning.

Inspired by image recognition software, we imagined that a software
tool could partly replace the manual inspection by analysts of all auto-
matically integrated peaks. The software tool should partly take over the
analyst’s role during manual review of integrated peaks, thereby
reducing the workload and saving time. The portion of peaks that is
processed automatically should be equally or even more reliable than
manual inspection. A portion of the peaks that cannot be processed
automatically could still need human review, which admittedly [20] are
not free from errors. At least the reduced workload should keep con-
centration up.

For this purpose, in this study a novel software tool was developed
based on machine learning: PEAR (Peak Evaluation and Automated

Review), which assists the current human review process of automati-
cally integrated peak by automatically reviewing series by only asking
for human intervention for peaks in which it is not absolutely sure of the
quality of the integration. The developed PEAR tool was evaluated using
integrated peaks of widely used vendor-specific software packages
designed around LC-MS/MS data processing (e.g., MassLynx (Waters),
TraceFinder (ThermoFisher Scientific)) for the initial data processing,
followed by semi-automatic peak review using PEAR.

2. Development of PEAR-review

PEAR-review was designed based on the following five key elements:

(1) Operates non-vendor specific. Different vendors have software
suites integrated tightly into the current routine workflow,
including quality control checks, traceability, and accreditation.
They take different approaches to integrate peaks, but none of
them uses a tool that reviews the automatically integrated peaks
with a database of company-specific correctly integrated peaks to
assess the quality of the integrated peaks. We decided to build
such a comparison tool called PEAR, which can work on exported
data, including integrated peaks from each vendor’s software
suite. The portable document format (pdf) export function was
used, as this format is universal and sufficiently open for further
processing. It only requires that the vendor software can export
the relevant chromatogram sections with sufficient resolution.

(2) Learn correct integration from human expert examples. The idea
behind this thought is that MS chromatography is a repeatable
technique. If the sample, target compound, and analytical con-
ditions are identical, the same chromatogram around the target-
specific retention time will be generated with very little variation.
Such a similar chromatogram segment should be integrated
similarly. So, we developed PEAR that scans the relevant peak
time segments and evaluates the section around that peak using a
database of known peak integrations. Suppose that segment looks
sufficiently similar to a previous case in a company-specific
database that was integrated by a human expert. In that case,
that segment can be assessed and, if needed, re-integrated
without any human intervention following the example in the
database.

(3) Combine multiple ion transition chromatograms per component dur-
ing evaluation. Targeted (MS/MS) analyses typically use at least
two ion transitions per compound to confirm identity. An ion
ratio is calculated after integration, and identity is only
confirmed if that ratio is within a specific range. However, the
shape of the separated peaks is not automatically compared, and
therefore, in the current manual review process, the ion transi-
tions need to be manually reviewed separately even if the ion
criteria are fulfilled, which is relatively inefficient. Therefore,
PEAR checks if the peak segments and the integrated peaks for all
ion transitions for a certain compound match sufficiently on
retention time and ion-ratio but also peak shape and rejects all
chromatogram segments without a sufficient match, as that
proves that the compound of interest is not present and needs no
further (human) attention.

(4) Identify if possible conflicting (neighbouring) peaks are present. One
of the biggest challenges for correct integration by vendor soft-
ware is cases where peaks elute very closely together. In targeted
analyses, a retention time window is pre-defined, and in most
cases, the peak closest or most intense to themedian time window
is selected and integrated. If the nearest observed peak is not the
target compound, there is a risk that the target is missed entirely
or attributed to the wrong signal and incorrectly quantified. This
phenomenon challenges human integration and automated tools
even more. Therefore, PEAR identifies possible peaks within a
pre-defined time window, enabling the human expert to check
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compounds with more than one possible peak within the range.
Moreover, the retention time deviation per compound across
positively identified peaks in the analytical series is added,
allowing clear clues in which signals to pay extra attention are
offered for manual review by the analyst.

(5) Allow human integration. PEAR intends to automate what can be
automated and present any automatic integrated peaks that are
not automatically interpreted with 100% certainty by PEAR to an
analyst. By doing so, the number of components to review
manually should be drastically reduced, but the remainder should
still be reviewed in a user-friendly manner.

3. Implementation of PEAR-review

The workflow of PEAR is presented in Fig. 1. First, data is imported
from the pdf file generated by the vendor software. Then, each chro-
matogram section, one of each monitored transition for each target
compound in each sample, is subjected to four subsequent questions by
PEAR: is a peak found → is the result above a pre-defined intensity
threshold → do the different ion transition and peak shape for the same
component match sufficiently → is there a match within the existing
database (DB)? The integration result will be generated automatically in
all cases, except if the answer to the first three questions is “yes”, and
“DB match?” is “no”. In that case, the segment will only be presented to
the user for manual review. After all automatic andmanual reviews have
been performed, a numerical and graphical report is generated as the
final output. PEAR is written in R (3.6.4, [21]), with a.pdf conversion
step performed in Python (3.9.13) using PyMuPDF [22].

4. Detailed process description

4.1. Extraction and preparing data from source files

The first step is to read all required integrated peaks and related data.
In that manner, it is convenient and fitting to the existing routine

workflow to extract the already integrated chromatographic trace after
an export step that each vendor suite offers. By doing so, all the required
metadata is also linked to chromatographic data, and the correct time
segment and mass traces are selected. Fig. 2 shows an example of the pdf
file that serves as the input, within both side-lines are the descriptions of
the data required for further processing. Apart from the.pdf file name
and corresponding page numbers, the other required traceability data
are the compound, ion transition, and sample identification. The ion
transition is needed to identify the trace and link the different ion
transitions for each compound and sample. The intensity scale is
required to convert pixel dimensions into counts (arbitrary units), like
the retention time on the horizontal axis, which is also needed to find the
actual retention time for each compound trace. Page S12 of the sup-
plementary material provides some more detail how that information
was extracted from the pdf file the chromatogram segment, with suffi-
cient resolution, is the core of the data to be processed. The area pro-
posed by the vendor software is not used. The pdf files are first converted
into text format (PyMuPDF), which are parsed into the relevant pieces of
information and stored in the R environment. Supplementary Fig. S1-2
show an example of an actual pdf file that PEAR can process.

4.2. Detection in case peaks are found

PEAR is intended to facilitate the review process, so (automated)
peak integration by the software provided by the MS instrument vendor
should be performed first. For targeted MS/MS analysis, the user should
provide an expected retention time and integration window (margin),
smoothing parameters, and threshold parameters to separate real peaks
from noise. To capture all targeted compounds accurately, it is recom-
mended to set the integration parameters in the vendor software such
that false negatives are extremely unlikely, which is generally the case in
residue analysis. PEAR currently will process only those chromatograms
for which the vendor software indicated the (possible) presence of a
chromatographic peak, which the software plots as a shaded area and is
easily identified by the script.

Fig. 1. Schematic overview of the workflow of PEAR-review. ’DB’: database, a collection of manually selected examples of chromatogram segments and their correct
way of integration, with a selection of metadata to ensure the traceability of these traces.
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4.3. Assessment of chromatogram segment similarity with database

A database of reference chromatograms using previously acquired
and already checked by analysts of all peaks with corresponding in-
tegrations has been iteratively created using the graphical user interface
of PEAR. For each new chromatogram segment, the peak width is
approximated by a simple Gaussian fit, minimising the residuals using a
constrained optimisation of parameters scale and standard deviation.
The fitted standard deviation value is used to create a standardised
segment full chromatogram segment. The portion that equals four times
the standard deviation (full width at half peak height, FWHM) before the
observed peak apex and six times FWHM after this peak apex is selected
and this section is interpolated and set to exactly 32 points using a spline
function to form the ’signature section’ of this chromatogram segment.
This standardised portion of the chromatogram section enables easy
comparisons of lines, and the asymmetric approach reflects the area of
interest for chromatographic peaks. The relevant scaled sections are
subsequently transformed using a periodised, orthogonal forward
wavelet transform [23] using a symmlet-6 filter. This step was intro-
duced as a feature enhancer rather than as a noise filter. A selection of
the wavelet transformed section was used as input for the comparison
with database signals based on a simple Euclidean distance calculation.
Figs. S5-6 in the supplementary material provide a visualisation and
some background on this step. Unknown signals were matched to
database signals based on the smallest distance. A threshold value of 6
was applied to identify no match with existing database signals. Seg-
ments are flagged either as matched to a certain database entry, needing
no further human attention, or as not matching a database entry moving
forward in the process.

4.4. Scale thresholding

An optional step in which, based on analysts’ experience, peaks
lower than an (adjustable) threshold of 2000 counts are considered to be
too noisy, and are automatically flagged as too low and hidden from
manual review.

4.5. Ion transition filtering

In targeted MS/MS analyses, components are often determined using
two MS/MS (product-) ion transitions. More than two can be used, and
there are cases where only one transition is used. When two or more ions
are present, PEAR will use the standardised sections described above to
determine whether the ion transition shape matches sufficiently. For
two ions, the Pearson correlation between the two segments is calcu-
lated. For three or more ions, the correlation of each signal with the
average is calculated. A correlation <0.9 was empirically found to be a
suitable threshold value to conclude that ion transitions belong to

different compounds. In those cases, it is concluded that the target
compound is not present, and these segments are flagged as such and
removed from the list of peaks to be reviewed manually. Figs. S7.5 and
S7.6 in the supplementary material illustrate this concept.

4.6. Detecting possible conflicts

Integration should enable the user to detect possible problems easily.
Apart from problems with how the baseline is drawn automatically, the
(automatic) selection of background peaks near the target compound is a
significant risk. This problem is especially valid for analytes with only
one ion transition, although there could be circumstances where
neighbouring background compounds share ion transitions, too.
Although PEAR is currently incapable of fully automating checks in this
respect, two diagnostic numbers allow the analyst to spot potential
problems. PEAR checks the ’signature’ section of the chromatogram
segment for possible peaks, as defined by three consecutive ups and
three consecutive downs, using the findpeaks function of pracma [24]. If
the maximum intensity for candidate peaks exceeds 3x the observed
noise level, it is reported as an additional (potential) neighbouring peak
for the analyst to check during the evaluation of the data. Moreover, for
each compound in the analytical series, which typically consists of
multiple samples for which the same series of target compounds are
determined, the average retention time for each compound is calculated
based on the automatic and manually confirmed detected peaks and the
retention time deviation is reported for each chromatogram segment.
This can be quickly manually checked after the series is processed, and
although the tolerable value for RT might vary, it is easy to spot
excessive numbers where a wrongly identified compound is likely, and a
check is warranted.

4.7. Graphical user interface

The manual interaction interface of PEAR is a Shiny-webpage [25]
that displays the entire chromatogram segment, including all required
metadata (Fig. 3). Mouse-based zooming is available, and a proposed
baseline is drawn and user-adjustable. If available, corresponding ion
transitions are drawn in the background. The user can keep the proposed
baseline, adjust or delete it, and add a chromatogram to the database for
future use. In principle, only the peaks that require human attention are
shown in the order as reported, but the user can also review all other
available peaks.

4.8. Reporting

After review, all data is exported in a table format, including trace-
ability data, area, flag label on how PEAR judged each peak, matching
scores, reference to best matching database entry, including a column on

Fig. 2. Example input from.pdf file for one specific compound. The descriptions indicated in blue represent the required information for further processing. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the number of possible conflicting peaks. Moreover, a graphical (pdf)
report is generated with the chromatogram segment line shapes and
final baselines. Examples of the exported table (Table S1) and the
graphical report (Fig. S3-4) are shown in the supplementary material.

5. Data used for performance assessment

To develop and test PEAR-review, a curated data set was needed.
However, in many of our analytical series for residue screening, most
samples appear to be free from contamination with prohibited sub-
stances, which is the preferred and expected result. Therefore, to be able
to test PEAR we selected the following data sets containing samples that
were spiked with different analytes at different concentration levels:

• Tranq1: 1080 chromatograms of kidney samples spiked with the
tranquillisers carazolol, propionylpromazine, and xylazine. The
spiked concentrations are relatively high, and separation is relatively
good, so this series was subjectively classified as ’easy’ to integrate
and review. Moreover, each sample was analysed 20 times to
determine the homogeneity, which allowed a comparison of the
repeatability of quantitative integration between human experts and
PEAR.

• Tranq2: was selected for the same reasons as Tranq1 and contained
792 chromatograms of kidney samples spiked with the tranquilisers
azaperol, azaperone, chlorpromazine, and haloperidol.

• Tranq3: 1924 chromatograms of beef and pork meat and egg samples
spiked with the tranquillisers acetopromazine, azaperol, azaperone,
carazolol, chlorpromazine, haloperidol, propionylpromazine and
xylazine. These samples were used to validate the cleanup method
for different matrices. Although all targeted compounds are spiked,
the concentrations were relatively close to the limit of detection,
making correct integration a little more challenging.

• Cortico1: 820 chromatograms of egg samples spiked with 14 different
corticosteroids meant for method development. 20α-dihydro pred-
nisolone, 20β-dihydro prednisolone, beclomethasone, betametha-
sone, clobetasol, cortisol, cortisone, dexamethasone, flumethasone,

isoflupredon, methylprednisolone, prednisolone, prednisone, triam-
cinolone acetonide. This set was chosen as some compounds (iso-
mers) elute very close to each other, making the integration extra
challenging.

• Cortico2: 1968 chromatograms, a routine set of corticosteroids in egg
samples. This contained (mostly without interfering peaks) routine
samples and the internal standards and calibration samples for the
same 14 corticosteroids as in Cortico 1. This routine-representative
set was selected to detect how PEAR deals with blank samples.

The vendor software integration settings like retention times, S/N,
automatic peak detection windows, baseline, smoothing, and threshold
parameters are chosen during method development and validation and
differ for various series and analysed components. For the export of the
chromatograms, eight chromatograms were plotted on a page, and a
rather large time window of 1.5 min was selected, 0.75 min before and
after the expected retention time of the peaks. This time window is
larger than needed since a drift of 0.75 min during an analytical run is
normally not acceptable. However, using this large time window dem-
onstrates that PEAR can assess if a peak was correctly integrated. These
1.5-min windows provide useful pictures for PEAR; peaks have sufficient
graphical resolution with enough baseline before and after the peak.

The (startup) database with previously acquired reference chro-
matogram segments contained 524 segments and corresponding inte-
gration start/stop positions. It originated from 11 analytical series from
different compounds, matrices, and machines, which were different
from the sets used for the performance evaluation below. For use in
routine situations, it is recommended that database entries be checked
and discussed by experienced technicians if needed.

6. Results and performance assessment

6.1. Efficiency

Based on the five pilot data sets, a total of 6436 targeted segments
were subjected to automated analyses using PEAR. A performance

Fig. 3. Example of graphical user interface (GUI). This shows a part of the chromatogram for the 405.2 → 329.1 transition of prednisolone (blue line), with the other
ion transition (402.5 → 280.1) for this compound plotted in grey, confirming the green shaded area belonging to this compound, and not the smaller peak with a max
around 38 (CX, arbitrary time units). The red dots indicate the start/stop positions of this peak, which can be freely modified. Meta information on the current trace is
given in the table at the top. The bottom buttons allow to keep or save the current baseline, delete the peak from the results, or add the current chromatogram section
and its start/stop points to the database. The GUI is rendered in a web browser. The review process can be saved at any time, and when finishing the manual review
process, PEAR is triggered to update all results and save them appropriately. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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breakdown is given in Table 1, following the steps described in Fig. 1 –
without the manual review step. As the settings for peak detection in the
vendor’s MS software were set to detect every peak present to minimise
the chance of false-negative results, only in very few segments was no
peak found, and the first step only removed less than one per cent of all
segments to review. The second step, the matching of chromatogram
shapes with those in the database, held the largest reduction in work-
load, with 49.6 % of the chromatograms being recognised as sufficiently
close to one of the entries in the reference database. As expected, this
number varies by the type of study and, thus, the type of peak shapes
present. Note that an unknown and irrelevant number of database
matches have subsequently been overruled by the next steps. Next, PEAR
found that about one-third of the chromatogram segments have an
insufficient match between the two ion transition shapes. Therefore,
they are judged not to be the compound of interest and need no further
human attention. Lastly, a few compounds (2.1 % of the total) are
considered too low to be relevant. All these compounds are integrated
using only one ion transition, so the preceding selection step could not
be performed on these chromatograms. These steps together show that,
on average, 85 % of chromatogram segments can reliably be dealt with
automatically, while the remaining 15 % is considered to need manual
attention. It is noted that this number varies between the different cases
and depends on the cleanliness of the peak shapes within the study and
the composition of the database. Moreover, the remaining 15 % does not
necessarily need manual adjustment of the proposed integration. In fact,
in many cases, the integration proposed by the vendor’s software is
sufficient, but certainly, there are some chromatograms that arguably
had integration errors and benefited from human interaction.

6.2. Trueness

To compare automatic quantification with manual (expert) integra-
tion, the peak areas from the five sets that were automatically assigned
to a database case were compared with those obtained by conventional
human-based integration (Fig. 4). With an average quantitative differ-
ence of less than 0.01 % for the 3192 automatically quantified com-
pounds, the two methods are in excellent general agreement, but the
spread is relevant. The absolute area deviation between automatic and
manual integration was smaller than 4.4 % in 95 % of all cases. Higher
deviations are due to the integration of tailed peaks, as illustrated in
Fig. S7.4.

6.3. Precision

In addition to overall agreement, it is relevant to check if automatic
integration yields at least similar precision when samples are repeated.
Therefore, we used the results of the Tranq1 and Tranq2 sets to check the
performance in terms of relative coefficient of variance (rCV) for 20
repeats for five compounds, each integrated for two transitions and a
corresponding deuterated standard. That is, the rCV for each of the 22

compound-transitions was calculated based on the 20 values obtained
from manual integration and on the 20 values obtained by PEAR. Note
that the actual value of the observed rCV is not what is important in this
study: the homogeneity of the sample and the analytical repeatability for
each compound are the main drivers for that value. Given the 20 chro-
matograms per sample, we observe the difference between the obtained
rCV for automatic and manual integration, which indicates the repeat-
ability of the integration effort. The results are shown in Fig. 5. The
average performance based on an average observed difference of
− 0.008 % for these 22 compounds is essentially identical. The rCVs for
azaperone (Azn-t1 and Azn-t2) and the second (less intense) t2 transition
of carozolol (Crz-t2) for with the automatic rCV is about 0.8 % higher
than for the manual integration. This is explained by a fairly noisy
baseline and a substantial amount of peak tailing, which the current
(limited) database with integration examples is not optimised for.
Fig. S7.4 in the supplementary material illustrates this issue. However,
the performance loss is small and can likely be improved by adding more
examples of this compound to the database. For the other compounds,
both integration modes perform comparably, or the automatic integra-
tion performs marginally better than the manual integration regarding
repeatability.

6.4. Computational performance

Processing time is important if PEAR is to be used routinely. Pro-
gramming is done in R and mostly depends on R native libraries, and the
code has not been optimised for speed. On a standard 6-core 2.7 GHz
laptop with 16 GB of internal memory, processing a targeted pdf-export
file with 100 pages and eight chromatogram sections per page, the
process of reading, processing, andwriting the results to disk takes about
51 s, 45 sec of which are needed to import the pdf file.

7. Conclusions and outlook

Manually checking integrated peaks of large triple quad datasets is
time-consuming and tedious. To reduce this workload, we developed the
PEAR-review tool, which automates these checks, taking over the task
from analysts. PEAR can autonomously decide if a peak was “good” or
“bad” integrated on most automatically integrated peaks, mimicking the
exact integration checks of skilled analysts. It flags only the undecided
cases for analyst review, significantly reducing the workload while
maintaining the quality of full human intervention. Additionally,
building a database of reference integration examples to improve the
interpretation by PEAR is straightforward, allowing the creation of
either general or specific databases tailored to analyses involving coe-
lution or imperfect peak shapes.

While it is possible to run the current script as written in R and Py-
thon and maintain it in response to inevitable changes in MS vendor’s
export formats, we encourage other parties to integrate this approach
more tightly into software that can be used routinely to evaluate

Table 1
Overview of the number of chromatogram segments processed and their distribution across the different process steps.

Tranq1 Tranq2 Tranq3 Cortico1 Cortico2 Total

Total 1080 792 1776 820 1968 6436
No peak found 4

(0.4 %)
1
(0.1 %)

17
(1 %)

0
(0 %)

18
(0.9 %)

40
(0.6 %)

Match with database 711
(65.8 %)

524
(66.2 %)

1030
(58 %)

382
(46.6 %)

545
(27.7 %)

3192
(49.6 %)

Invalid ion transitions 292
(27 %)

236
(29.8 %)

494
(27.8 %)

164
(20 %)

938
(47.7 %)

2124
(33 %)

Below threshold 0
(0 %)

0
(0 %)

13
(0.7 %)

29
(3.5 %)

90
(4.6 %)

132
(2.1 %)

Automatically processed 1007
(93.2 %)

761
(96.1 %)

1554
(87.5 %)

575
(70.1 %)

1591
(80.8 %)

5488
(85.3 %)

For manual review 73
(6.8 %)

31
(3.9 %)

222
(12.5 %)

245
(29.9 %)

377
(19.2 %)

948
(14.7 %)
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targeted MS analyses. Moreover, there is potential to develop the algo-
rithm further to handle larger non-targeted datasets as well correctly.

8. Data statement

The analytical data used in this paper to develop and train the tool is
based on real data reflecting real-life situations. Due to confidentiality
restrictions, this data cannot be shared, but the PEAR-review code will be
shared on request.
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Borges, Analysis of multiclass pesticides in dried fruits using QuEChERS-gas
chromatography tandem mass spectrometry, Food Chem. 297 (2019).

[5] S.H. Monteiro, S.J. Lehotay, Y. Sapozhnikova, E. Ninga, A.R. Lightfield, High-
throughput mega-method for the analysis of pesticides, veterinary drugs, and
environmental contaminants by ultra-high-performance liquid
chromatography− tandem mass spectrometry and robotic mini-solid-phase
extraction cleanup + low-pressure gas chromatography− tandem mass
spectrometry, Part 1: Beef, J. Agric. Food Chem. 69 (4) (2021) 1159–1168.

[6] Y.S. Jung, D.-B. Kim, T.G. Nam, D. Seo, M. Yoo, Identification and quantification of
multi-class veterinary drugs and their metabolites in beef using LC–MS/MS, Food
Chem. 382 (2022) 132313.

[7] M. Qie, Y. Zhao, S. Yang, W. Wang, Z. Xu, Rapid simultaneous determination of
160 drugs in urine and blood of livestock and poultry by ultra-high-performance
liquid chromatography-tandem mass spectrometry, J. Chromatogr. A 1608 (2019).

[8] European Commision, COMMISSION IMPLEMENTING REGULATION (EU) 2021/
808 of 22 March 2021 on the performance of analytical methods for residues of

pharmacologically active substances used in food-producing animals and on the
interpretation of results as well as on the methods to be used for sampling, Official
Journal of the European Union (L 180/84), 2021.

[9] F. van Tricht, M. Essers, M. Groot, S. Sterk, M. Blokland, L. van Ginkel, A Fast
quantitative multi-analyte method for growth promoters in bovine meat using
bead-disruption, 96-well SPE clean-up and narrow-bore UHPLC-MS/MS analysis,
Food Anal. Methods 11 (8) (2018) 2206–2217.

[10] E. Jongedijk, M. Fifeik, A. Arrizabalaga-Larrañaga, J. Polzer, M. Blokland, S. Sterk,
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